HARMO13 - 1-4 June 2010, Paris, France - 13th Conference on Harmonisation within Atmospheric Dispersion Modelling for Regulatory Purposes

H13-67
HORIZONTAL TURBULENCE AND DISPERSION IN LOW -WIND STABLE CONDITIONS

Ashok K. Luhar

CSIRO Marine and Atmospheric Research
CSIRO Light Metals Flagship
PMB 1, Aspendale, Victoria 3195, Australia

Abstract: Describing turbulence and dispersion under lowdagonditions (roughly < 2 mi*sat 10 m above ground level) is difficult as
traditional assumptions fail or become no longgsliapble and processes traditionally neglectedverlooked become important. When the
winds are weak, the scalar average wind speedhendetctor average wind speed need to be cleatipglisshed and the variances of both
lateral and longitudinal wind velocity fluctuationsed to be considered in dispersion calculatidfesexamine commonly-used methods of
estimating these variances from wind-speed and-girettion statistics measured separately, for @tanby a cup anemometer and a wind
vane, and evaluate the implied relationship betwtherscalar and vector wind speeds, using fieldsorements collected under low-wind

stable conditions. Several inconsistencies inherettite existing methods are highlighted, and imptbrelations for the two wind variances
are derived. It is observed that the commonly-lesesiimption that the two wind variances are equabtisiecessarily valid. Most existing

expressions for the lateral wind variance work walit that is not the case with regards to theitadgal wind variance. Although, as far as
diffusion is concerned, the correct estimationhef fatter is only important when the winds are ldavs important to get both wind variances
right in turbulence characterisation. The analpsesented here is general and not just restrictémit-wind stable conditions that dominate
the dataset used for validation. An analytical disppn model is evaluated with different formulagoof the lateral and longitudinal wind

variances, and it is found that the new relatiamgte two variances lead to better concentratiediptions.
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INTRODUCTION

The variances of longitudinal and lateral wind fuations (> and ¢?) provide important information about the nature of
turbulent flow in the atmospheric boundary layend &orm essential inputs to models of atmospheispaision. The
assumption in models, such as the Gaussian plundelpthat the influence o on dispersion is negligible compared to
mean advection becomes questionable as the wiredl seomes low (approximately < 2 /).sWe examine the problem of
parameterisings, and g, from the statistics of wind speed and wind di@ttobtained from routine measurements. These
statistics are: the scalar average wind spéed,(the scalar average wind directiodl ), the standard deviation of wind
speed @, ) and the standard deviation of horizontal winediion fluctuations ¢, ), which are all determined directly from

the instantaneous wind spedd)) (and the instantaneous wind directia®) (sing ‘single-pass’ methods (Mori 1986, EPA
2000). An analytical dispersion model is evaluatétth different formulations ofo, and g, .

EXISTING METHODS
A simple formula to determine, from wind data is (e.g., Hanna 1983):

o, =U tang, . 1)
Under low-wind stable conditions, because of the-fiequency meandering of the flong, can be as large as 90
(Sagendorf and Dickson 1974). Under such condifiBns (1) becomes inapplicable. For smajl, Eq. (1) gives

o,=Ug,, (2)
which is a very frequently used relationship. laiso common to assume that the turbulence isoisiatin the horizontal so
that g, =g, . Although U is used in the above expressions as this is whatdilable from routine measurements, in reality
researchers do not normally make it clear whethernse ofU or that of the vector average wind speed {s physically
more realistic in these expressions. Whenis small (e.g. under strong winds), it does nottenavhetheru or U is used

because they are almost equal. However, under i wonditions that is not necessarily true. linportant to point out
that dispersion models also require average trahsgod speed as a separate input, for whichshould be used. This

quantity can be obtained frofd via Eq. (6) given below. Hereafter in this papee, make a clear distinction betweéh
andu .

Some researchers have attempted to derive betpeessions foro, and o, that are also applicable under low wind
conditions. Assuming thatr, = g, , van den Hurk and de Bruin (1995) derived

0 =0 =[pt -T Hexp(-02) -1y ) 2. @)
An apparent physical inconsistency in Eq. (3) hast to, is non-zero even wher, =0, but as will be seen later this turns
out to be less significant that the problems catmsegssumingo, = g, .
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Cirillo and Poli (1992) assumed thadtand & are statistically independent, and by considetiirag & is normally distributed,
with standard deviatioro,, and thatU is constant so th&(U) =J(U —LT), where d is the Dirac delta function, they
obtained the following expressions:

ol =u’sinh(}), 4)
o’ =u’[coshp?) -1] . (5)
For smallg,, o =u’c’ and g’ =u’g, /2. A limitation in the above formulation is thaf =0 when g, =0, which is not
necessarily the case. The above formulation resuttee following relationship betweelm andU :
U=Uexp(-02/2) , (6)

which is also reported by Mori (1986), van den Harld de Bruin (1995) and others and gives the etbgiropertyu = u
when g, =0. Eq. (6) can be substituted in Egs. (4) and (byi¢ld

o? =U ?exp(-0?)sinh(@?), (7)

0? =U ?exp(-0?)[coshE?) 1] . ®)
The formulae (4) and (5) have also been used byaBhend Yadav (1998) and others for modelling difin under low-
wind stable conditions, although it appears thaséhauthors used the availalile data instead of the requirdl data in
these formulae (in other words, formulae (7) andst®uld have been used).

We assess the relationships (2), (3), (7) and¢Bigufield data obtained under stable stratificatio

MEASUREMENTS USED

We use the meteorological and dispersion data fxdileld experiment conducted under low-wind staddeaditions at the
Idaho National Engineering Laboratory (INEL), nowetldaho National Laboratory, in south-eastern ¢d@#iSA) in 1974
(Sagendorf and Dickson, 1974). This remains ont®fmost commonly used datasets for evaluatingedsggn models for
applications involving low wind speeds and stromapdity (e.g., Anfossiet al. 2006). The site was located in a broad,
relatively flat plain, and the area was semi des#tt dry climatic conditions. Wind measurementgeviaken by lightweight
cup anemometers and bivanes located on a towex baeights: 2, 4, 8, 16, 32 and 61 m above groenell(AGL). Sk was
released at 1.5 m AGL (effective height 3 m AGLJldhe resulting concentrations were measured byrgtdevel samplers
located on three circular arcs laid out at radil@®, 200 and 400 m from the source. The samplers placed at intervals of
6° on each arc for a total of 180 sampling positi@®ne elevated samples were also taken.

A total of eleven separate experiments were caaigdten involving stable conditions and one widtar-neutral stability. Each
experiment lasted for one hour, except for onelésaed for 50 min. Sagendorf and Dickson (1974y eport hourly averages
of scalar wind speed, scalar wind direction andstaaedard deviation of wind directiow ). This is not sufficient information

for our analysis, and, therefore, we obtained raaasurements of horizontal wind speed and directi@inally sourced from
Dr. Sagendorf (with one missing stable experimembair (Test#5)). The sampling frequency in six expents was once every

3 s and that in the remaining four was once evesy\®e calculated hourly averaged valueﬂ)f u, o,, 0, 0,andg,.
Data from all six heights were used, so the tatahlmer of hourly averaged data points was 60.

EVALUATION
In Figure a, the expected trend of, decreasing withu can be seen, witto, as high as $3and as low as °2being

observed. In Figure b, although the magnitudeth@fobserveds, and ¢, are similar, there is little correlatior?E 0.14)
between the two, suggesting that the assumptioa,af 0, mentioned earlier is not satisfactory. This assionpbecomes
important in low wind conditions whereg, cannot be neglected compared to the mean adveaidmeeds to be explicitly
included in dispersion calculations.

Some authors (e.g. Leung and Liu 1996) have der@dragirical expressions foo, in terms of the so called persistence

P (=u/U <1) . These can be contrasted with the following exgicesobtained from Eq. (6):

o, = [ZNWP) . ©

The relationship betweed, andP, given by Eq. (9) is compared with the data in Féget Except for the three outliers, Eq.

(9) agrees very well with the measured behaviobickvmeans that the assumption implicit in reladi@®) and (9) that wind
direction is normally distributed and is indeperndefiwind speed during the averaging period ofriese (i.e. 1 hour) is
mostly satisfactory.
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Figure 1. (a) Variation of the observet}, with the observed vector wind spegd (b) comparison of the observed, with the observed
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g, , and (c) variation o, with persistenceR;) according to Eg. (9) and as obtained from tha.dat

The o, values calculated by the often-used Eq. (2) compaail with the data in Figure a. However, the canmgon is not

as good when the same formula is used to repreggtftigure b) (?=0.24 as opposed to 0.92) although the estimated
magnitudes are comparable to the data. In Figutleedperformance of the, formulation (3) by van den Hurk and de Bruin
(1995), which requires additional information abangt , is significantly better than that of Eq. (2) shoim Figure b. But
Figure c, together with Figure a, demonstrates tiiatformulation is not as good as the simple @{.when it comes to

estimatingo, . The reason for
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Figure 2. Comparison of the observeddi@)and (b) g, , with that estimated from Eq. (2) assuming togt= g, , (c) g, and (d) g, , with

that estimated from Eq. (3) assuming tagt= g, . The solid lines are the linear best-fits.

Figure a shows that Eq. (7) by Cirillo and Poli (2p%r o, describes the data well, and its performance g sienilar to
that by Eq. (2) (Figure a). However, their formigdat(8) for g, performs very poorly (Figure b). Weber (1998) atetes
that this particular formulation does not satisfeity describe the ratiao, /o, obtained from measurements. The results

above indicate that Eq. (7), or even the simple ). is able to describe the, data satisfactorily, but as far as, is
concerned, Eq. (3) by van den Hurk and de Bruin§1&9the best of the three.
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Figure 3. Comparison of the observed @) with that estimated from Eq. (7), (), with that estimated from Eq. (8), @), with that

estimated from Eq. (10), and (@), with that estimated from Eq. (11). The solid limee the linear best-fits.
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IMPROVED EXPRESSIONS FOR THE VARIANCES
The reason why ther, formula (5) by Cirillo and Poli (1992) does notwell is its assumption that the probability density

function ofU can be represented by the Dirac delta functiois aksumption leads to only the fluctuations indadtirection
contributing too, with the fluctuations in wind speedsy ) playing no part, whereas in reality the latteryraatually be the

dominant component of the two when it comes tocthraposition ofg, . The g, formula (3) by van den Hurk and de Bruin
(1995) explicitly accounts fop,, , and, therefore, its performance is much bettenwéver, van den Hurk and de Bruin’s
assumption that,, =g, leads to inferior estimates @f, compared to those obtained by Eq. (4) of Cirilld &oli. Hence,
although one can use Eqg. (4) or Eq. (2) ty and Eq. (3) forg,, in the following we derive a more self-consistent
formulation for g, and g, . It is not necessary to assume a particular fofri(0), such as the Dirac delta function used by

Cirillo and Poli, because the integralﬁ: U PU)dU and j: U?P(U)dU involved in the derivation are simply equal to

U andU?+ o? , respectively. The final expressions in termdJofare:

02 =0 ?expl-o?)sinh@?)1+ g, /T )1 | (10)
02 =02 exp(-0?)[coshgZ){1+ (g, /T )} -1] (11)
So for smallo, , a2 =U 2g?2[1+ (g, /U)?] and g2 = g2 (1- 02) . These expressions in ternsiofare:
o2 =u?sinh@2)[1+ (o, /T ) exp-0?2)] , (12)
o} =u’[cosh@}){1+ (o, /TY exp(-o2)} -1 (13)

which for smallg, reduce to,0? =U°c.[1+ (0, /U)’] and > = g? (L- 0} ). This indicates that the principal contribution to

g, is from g, while that tog, is from g, .

Figure ¢ and Figure d compare the obsergedand g, with those determined using Egs. (10) and (1Epeetively. While
the performance of Eq. (10) fay, is very similar to that by Eqg. (7) and even to #imple Eq. (2), albeit with a slightly
better slope of the best-fit line and a slightlyreecorrelation, the formula (11) gives the betihreges of g, out of all the

formulae considered in this paper. A small numidesubbstantial deviations of the estimated valuemfthe data are mostly
probably due to the implicit assumption in the abawalysis, that wind direction is normally distrid and is statistically
independent of wind speed, not holding valid.

DISPERSION CALCULATIONS

Several analytical approaches have been suggegtedrious researchers (e.g., Cirillo and Poli, 1,99Raran and Yadav,
1998; Thomson and Manning, 2001) for applicatiodarmiow wind conditions. The approach by Thomsod Eranning,
which is based on the Gaussian puff principle aigipularly attractive because it is consistenhviibth small time and large
time behaviours of the puff spread; however, it haspreviously been tested using any experimetdatd. We apply this
model to simulate the $Eoncentrations from the INEL field experiment désed above, in order to examine how some of
the different methods of calculating, and g, affect dispersion. Figure presents the modellte$u terms of quantile-

quantile (g-q) plots involving the variation of tiserted predicted concentrations with the sortesenked concentrations
(both scaled by wind speed and emission rate).
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g, and g, .
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It can be seen that the model performs reasonagllythivoughout the concentration range when it useobserveds, and
o,, and also the new parameterisations (10) and {llig. new parameterisations give slightly betterfquarance at the
lower-end of the concentration distribution thae th, and g, data, and this demonstrates that there is somertaimty in
the model with regards to its formulations and/treo input parameters. When the Cirillo and Poli @R and o, are

used, the model considerably underestimates therlewd concentration distribution, indicating ttregir formulation (5) for
g, , which does not describe the data well, mostlgaff the low concentrations.

CONCLUSIONS
Using measurements taken under low-wind stableitond, we examined existing techniques of caléngathe variances

of longitudinal and lateral wind fluctuationsofand o, respectively) from routine wind measurements. &om

inconsistencies inherent in these techniques cersidwere highlighted, and it was observed thatcmmonly used
assumption ofg, = g, is not necessarily valid. The paper makes it dlear the leading order term in determiningis the

standard deviation of horizontal wind directionctiuations @, ), whereas that in determining, is the standard deviation
of horizontal wind speedd, ). Most existing expressions far, work well, but that is not the case with regardsap.
Although, as far as diffusion is concerned, theemrestimation ofg, is only important when the winds are low (in other
cases, the effects af, are simply ignored compared to the mean advectibig),important to get bottw, and g, right in
turbulence characterisation, e.g. in calculatiregttirbulent kinetic energy. A more consistent $débonulae for g, and g,

was derived, which provides better estimates, éalbheof the latter quantity. The vector averagenvispeedu which
should be used as the average transport wind spespersion models can be obtained from the sealerage wind speed

U using Eq. (6). The paper also demonstrates thiat tiseful to report both measuret, and o, , in addition to the

measured) and wind direction E), for their potential application in the calcutatiof g, and g, . The analysis presented

here is general and not just restricted to low-vaétable conditions. For example, it can also bdieghpo unstable conditions
that involve large-scale meandering motions in ldogizontal due to convection. These motions caremally cause

significant differences betwedd and U under low wind conditions.

The performance of different formulations of and g, was tested within an existing analytical dispersicodel using the
INEL SFs concentration data. It was found that the new fdations of g, and g, lead to a better simulation of the
observed concentration distribution, particulahg tow values.
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