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Abstract: IRSN is planning to renovate the French nucleanitaring network. This renovated network shouldabée to forecast accurately
the accidental plume by using only measures ofrtafa/ork. In this presentation, a numerically éffit methodology for the optimal design
of monitoring networks is proposed. In this methadarge database of dispersion accidents overyeae of meteorology and from 20
French nuclear sites is built and a cost functi@asares the ability of a potential network to pdevineasurements in order to reconstruct
any accidental plume from the database.

We introduce methods based on principal compoasatysis to optimally reduce this database andemprently decrease significantly
CPU time. Then, the reduced optimisation methoapjslied to suggest an optimal strategy for the eetial deployment of the network.
Finally, we propose the set-up of networks whidketinto account foreign potential radiological sms in Europe and French density
population.
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INTRODUCTION

IRSN is planning to renovate the French nuclear toang network. It should be able to measure astigdoncentrations of
various aerosol radionuclides. Abidhal. (2008) have developed a method allowing to obdaioptimal spatial design. This
optimal network is established by minimising a dosiction which measures the discrepancy betweerextrapolated map
obtained from observations given by a network, #&m& simulation concentration map from a databaseligersion
accidents over one year of meteorology and frorfr2dich nuclear sites.

However, in the optimisation of such cost functievith respect to networks, most of the computatidinae is spent in the
evaluation of the function, especially if the aegits database is large. Consequently, it becomiésuttito deal with several
computations to answer to essential questiongdikexample:

- Can foreign nuclear power plants be taken into aaciouthe design?

- Can one consider moderately suboptimal sequentbgment of the network?

- Can French population be taken into account in &sigth?

Answering these questions is computationally veqgeasive. That is why the first objective of thisn is to propose a
reduction of a database to obtain a more imporflaribility of the method. The second objective stmts in providing
solutions to the questions mentioned above.

In the first section, the different steps of thettme are presented and the reduction of the datalsadescribed. In the
second section, several computations are perforrtiesi:first computation is devoted to the definitioh an optimal
deployment strategy of the network. The foreigneptial radiological sources in Europe and Frenatsitie population are
taken into account in a second and a third comiputaespectively. The influence of these paramedershe shape of the
optimal network is consistently discussed.

METHODOLOGY

The methodology is based on the work of Abéataal. (2008) where a network of about 100 nuclear adsosotomatic

stations was considered. The objective of the ndtusto monitor 20 civil nuclear sites over Frai@® power plants and

one recycling facility) of similar radiological sigture, from the point of view of aerial dispersidn this method, the

construction of a close to optimal monitoring netkvis based on the following schedule:

- Construct a database of accidents

- Extrapolate the observations to an activity coneeian field over the whole domain

- Define a cost function which evaluates the perfarceaof a network and measures the discrepancy betiee
extrapolation of the measurements and the condamtréeld reference from the database

- Truncation of the cost function in order to red@fU time by using principal component analysis [PCA]

- Optimise the network using simulated annealing itminmize the cost function

Construction of database

The database is obtained by performing simulatiohsthe potential accidents computed with the Eaterimodel
POLAIRD3D (Quéloet al, 2007), part of the Polyphemus platform. The metlegical fields are computed on the 0.25° x
0.25° resolution by using the mesoscale atmospinesibel MM5 (Anthes and Warner, 1978), forced by National Center
for Environmental Prediction (NCEP) analysis. Onaryef meteorology was obtained for the year 200# Jource term
that is used corresponds to a leak in the primgsiesn of a nuclear power plant which leads to dtswneltdown of the core.

It lasts 7 days, so do the simulations (168h). @tmputations have been performed only for ioding. 18 order to get a
good variability in the meteorological conditiorg)e accident was generated every 21h, which ergalsift of 3h every
day. Consequently, the database has 8360 accidents.

Interpolation technique
The interpolation scheme allows to establish mdtivity concentrations on the basis of the meamgnts obtained from
monitoring stations. In this study, the closesinpaipproach is used: an activity concentration mrambitrary point on the
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domain is given by the closest monitoring statiomasurement This technique is very simple and it @ weak in
comparison with other methods like kriging techmigidor example. Moreover, Abidd al. (2008) have demonstrated that
the interpolation scheme should little affect tiptimisation of the network which is sensitive te ttost function

Cost function

The cost function allows to evaluate the perforneaoica given network by a scalar. The mathematib@ctive used in the
design is that observations are to be used to aithe activity concentrations over France. Bottemqttal locations and
estimation points were defined by the cells ofid,gvhose resolution is 0.25° x 0.25°. The matheca&triterion defined to
evaluate a network is given by a Holder norm:
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which measures the departure of the estimatiowigctioncentration fieldc to the reference field: , for many situations
indexed byi =1K ,q, such as dispersion acciderks=1K ,n, runs on all space and time grid cells of the diom

Exponenta allows to tune the importance of high concentretion the design. The optimisation of the cost fiomc(1) is
performed by using a simulated annealing methold avgwap procedure allowing to keep the numbetatibss constant.

Truncation of the cost function

Since the sum in (1) has N= g x n = 1.4 X, ¥fiost of the computational time is spent in eviidumeof the cost function. This
computation was parallelised on a cluster of 4@sdmut the CPU time remains considerable in thatin where we have
several computations to perform. Consequently, aiatgsh of the database has been carried out. Hawenstead of
reducing bluntly the database using PCA or a variaetshall demonstrate its usefulness at the lef/éte cost-function.
Indeed, the optimisation of the network is a nogdinprocess (unrelated with the fact that the déspe physics could be
linear). Therefore a reduction of the database dvbalve an impact on the design which is difficalestimate. That is why
rather than reducing directly the database by a R&#hant, we will operate at the level of the desagst function, and
deduce the way the database should be reducethin most of the objective criterion. Saunéral. (2009) have defined
two approaches named PCA-1 and PCA-2 however, wedinte only the PCA-1 technique which is the one dsedll
computations. We considéfl asthe Jacobian matrix in K. It has component§—| ]k,i =c, and represents the collection
of all accidents. The aim of this technique is &org out component analysis to get a truncated foosttion which would
then be used as a substitute for the total costifumto be used in the network design optimisation

The Jacobian matrid has a singular value decomposition:
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whereu; 4 is an orthonormal basis of 1RV, _, is an orthonormal vector set of IR, and the, _ are the singular
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values ofH . It is assumed that< n. We can prove forr = 2 that the reference cost function (1) is equivatent
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whereV; is the interpolation oV, from the measurements on a given network.

A truncation of the expansion is then obtaineddigining ther < g first eigenvectors and:
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Theoretically, the formula (2) is not extensible doz 2 . However, several computations for= hhve shown that optimal
network obtained with reference cost function (gl &s truncation (3) were similar. Consequenttg tost function that we
shall use is the truncated version of (1)dor : 1

whereN =rxn.
In practice, one would have to:

1. ComputeH 'H of lower dimensionR®", and diagonalise it into the eigensystiln/liz}:]wq,

r
2. Depending on the inerti{, l)li2 choose a truncation ordex q ,
| =
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3. Then the corresponding singular vectors in Sp&ee are given twy=/1—1_Hui , withl<i<r,
i

4, Use this truncated vector set to perform netwdadign optimisation on the basis of the cost fondi3).
Practically, the first modes are obtained via teeative Lanczos algorithm (Paige, 1970). This métballed PCA-1 will be
used for all computations.

Optimisation of the network

As in Abidaet al. (2008), we resort to simulated annealing to mis@the cost function. Simulated annealing is ahsistic
optimisation technique inspired from statisticalygibhs (Metropoliset al, 1953; Kirkpatricket al, 1983). The cost function
valuelJ (¢) is interpreted as the internal energy of the curstate’ of the system (a network here) at some fictitimmsperature
T. The minimisation is iterative. At each step a retate” is selected randomly. The candidate statis accepted as the new
state of the system if its energy is lower thanftinmer state XJ <J ¢ ).

Otherwise it is accepted with a probability ex@ )-J €))/T), or it is rejected. The temperature of thstegn is initially high
so that the candidate states are often acceptethayp@dan explore the phase state space. Theertipetature is progressively
cooled down to the point where the system is fraath only accepts lower energy states. This algariteduces the risk of
being trapped into local minima, since it can stitape local minima at finite temperature.

APPLICATIONS

First, a rigorous validation of the PCA-1 approdels been realised by Saurgeml. (2009). Consequently, we present directly
the principal results of the study performed witbA?1 approach. First, we define an optimal stratefjgeployment for the
future renovated network then computations inclgdiacidents from foreign power plant in Europe &mal French density
population are performed.

Sequential deployment

The objective of this section is to determine atinogl strategy for the deployment of the renovatetivork. As a matter of fact,
in practice it will not be possible to deploy thdl fenovated network in one round, because ohthapower required, and of
the necessary calibrations and tests which caerfggy. A working hypothesis here is to consideetavork of 100 stations that
will be deployed in 10 rounds of 10 stations. Fgenarios have been contemplated and studied:

- Strategy la: The network is deployed by batch@étations. Each batch is optimised on the futhdio, given the stations
already deployed. Theoretically, this strategy ddehd to a sub-optimal final network, as compacethe reference optimal
design.

- Strategy 1b: The same as 1a except that the@rstations are placed at the nuclear site latsitibhis strategy could also lead
to a sub-optimal final network. Note that the viirst 10 stations are optimally chosen within theup of 20 fixed ones.

- Strategy 2a: We consider a pre-computed optirealark of 100 stations, without constraints. Thaemoek is deployed by a
batch of 10 whose locations are optimally chosearanthe remaining sites of the pre-computed optimetivork. This way, we
guarantee that the final network is optimal.

- Strategy 2b: The same as 2a, except that thegonputed optimal network of 100 stations has 2€dfigtations (figure 1), one
for each nuclear site.

- Strategy 2c: The same as 2b, except that the2firstations to be deployed are positioned ahtiwdear sites. As for case 1b,
the very first 10 stations are optimally choserhinithe group of 20 fixed ones.

Obviously this study requires a lot of computatjcared we heavily rely on the global PCA-1 approddte mean error for each
one of these strategies is reported in figure gstff all, fixing the first 20 stations close tfoetnuclear sites leads to poor
intermediary networks (strategies 1b and 2c¢). Iddkese stations measure very high activity comagons that are reported by
interpolation on large nearby areas because th@nets not dense enough yet. Strategies 1b arnmb@me competitive at the
end of the deployment (80—90 stations), thoughtmthind. Avoiding to fix the first 20 stationsr@egies 1a, 2a and 2b) leads to
satisfying intermediary networks. Compared to sgggtla, strategy 2a leads to a better final netwaslexpected. However it
could have been expected that strategy la leduisttier intermediary networks than strategy 2a, lexaf the larger degrees of
freedom in the optimisation. It turns out that extcéor the first batch of 10 stations, this is e case. This favours a
deployment on a pre-computed optimal network of &@ions (type 2 strategies). Since strategy 2cheen shown to be
weaker, strategies 2a and 2b are the preferred Bixézg 20 stations near the nuclear sites previrg design from ignoring the
importance of one particular nuclear site that \Wadt be in the central part of the domain. Thathy, ultimately, strategy 2b
is the one we would opt for. The initial, intermagi and final networks for strategy 2b are dispdage figure 2.

B

Figure 1. Reference optimal network for 100 statidrhe red rhombuses are the nuclear sites. Tlea gruares stand for the fixed stations.
The blue disks are the optimised monitoring station
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Figure 2.Sequential deployment of the network following &gy 2b (left). The red rhombuses are nuclear sites. The blue disare the
optimised monitoring statio. Mean error for deployment strategies (right)

Taking into account foreign sources

In this section, the impact of potential major accidentsareign (in this context: on+rench) nuclear power plaris taken
into account. A European countries nuclear power plants withia@ius of 700 km from one arbitrary but centraation
(2°25’E, 48°37N) were retained. There are 34 such power plaatsa total of 54 nuclear sites. An augmented dalis
built with accident simulations every 21 h over y2804, ind for the 34 additional site®\gain one seeks an optirr
network of 100 stations tee deployed on the French territc

Figure 3. Optimal network of 100 stations in takaggount 34 European nuclear power plants outsielech border

The objective function runs only on the grid cétidrance which means that one seeks an optimapmmgnly in France
The optimised network with PCA-methodis given on Figure. In comparison with reference network (figure the new
network is denified at the borders, at the expense of the caftF@gance and the Sor-East part. Moreover, the network
optimised so as to monitor potential accidents fl®@ma-Britain, Switzerland and possibly Germany. The deaadion is
less obvious in the NortRast part of France, contrary to our expectatidrigss may be explained by the W—East
dominant wind climatology: virtual accidents fromitBm have (on average) higher activity conceidrafields over Franc
than those originating from Germany.

Taking into account the French population densit
In this section, the population density W criteristiaken into accouiin the optimisation method. It leadstoar
definition of the cost faction which can be written fa =1:

1w
B 22
i=1 k=1

For this computation, only French power plantsamasidered. PC-1 approach has not been extended to the cost fur
(4) with density population; thefore it can't be used herehe network optimised from complete acciderdatabase is
displayed in figure 4We notice that the distribution of stations ignsficantly different fromreferencenetwork without
constraints (figure 1)As a matter of fact, the optimal network with péggion is marked by many stationsRhéne valley.
On the other hand, we notice that the optimal netwdath population is less concentrated in the nitgi of western centr
power plants.

I
Ck ~C

(4)
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Figure 4. Optimal network of 100 stations in takamgount French density population

CONCLUSION

A reduction method has been developed to speediapoptimisation of an atmospheric monitoring netwofhe
performance of a given network is evaluated onst femction that measures the discrepancy betweeateidental scenario
and the related plume reconstruction thanks tongétevork observations. This ability is evaluated abtarge database of
accidents that typically represents one year ofeorelogy, many potential sources and release d#texcidents. The
stochastic optimisation of the design requiresrgelanumber of evaluations of the cost function. rEwéth appropriate
parallelisation of the cost function evaluation,e tloptimisation is often still demanding, and thember of
accidents/configurations should be reduced. We tsha@vn that this can be done using methods basegrianipal
component analysis of the accidents database.

This PCA-1 method is very flexible and consequeitthflows to deal with essential questions. Figbten that the network
will be deployed sequentially over several yedrss important to define an optimal strategy. Thestmappealing one is
based on a pre-computed 100-station optimal netweitk 20 of the stations attached to the nuclegemtial sources. At
each step, 10 stations are deployed with locatiqtisnally chosen among the pre-computed networtiostdocations. The
intermediary networks show a good performance hadihal one is optimal by definition. Secondlye tmethod was applied
to an extended optimisation which included addalonuclear sites outside the borders of Franceak shown that the
stations in the centre of France in the originaigie were depleted to the profit of the North-Wastl East of France, so as
to monitor the British, German and Swiss nucleantslaFinally, the density population has been idetliin the method and
computations have demonstrated that the statiotfseinvestern central part of France in referen¢eori were relocated
along the Rhéne valley.
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