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Motivation

BIAS

Test, comprehend and evaluate different bias correction techniques

Very often, large errors and bias occur on forecasting modelling 

Presenter
Presentation Notes
Our main objective was to test, compreehend and evaluate different bias correction techniques…since unfortunately very often large errors and bias occur on forecasting modelling…and the gap between model and observation can be substantial



To improve the air quality forecast 
using bias-correction

Evaluate and test different bias 
correction techniques
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Our main objective was to test, compreehend and evaluate different bias correction techniques…since unfortunately very often large errors and bias occur on forecasting modelling…and the gap between model and observation can be substantial



3 different models deliver daily operational forecasts over Portugal 
Their performance with bias-correction was investigated for 2010 year

CALIOPE | BSC, SpainEURAD | RIU + UACHIMERE | UA

How?

5 x 5 km 4 x 4 km

Presenter
Presentation Notes
Our work is focused on Portugal domain, where 3 different models are applied daily in an operational forecasting way.
Several background stations were used for the bias-correction techniques.
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SUBST
an additive correction of the mean bias

RAT
a multiplicative ratio correction

We started with 2 pos-processing methods, comparing…

Bias-correction techniques

both tested using different period of previous days (3-4 and 7 days) to correct the forecast bias

Presenter
Presentation Notes
First we start to compare two simple bias-correction: one using an additive correction and a multiplicative ratio, both tested using different period of previous days (3-4 and 7 days) to correct the forecasted bias



• after BIAS correction, model results have a decrease > 70% on average 
systematic error
• the multiplicative ratio: better correction technique

Bias-correction techniques
RAT & SUBST

• synoptic conditions are characterized by a 3-4 day period. 

O3 PM10

original original

Presenter
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What we found is that ratio adustment using  previous days was the most successful technique, comparing to the others…
In this sense, RAT will be focus of our work



• KF performance is sensitive to error ratio (σ2η/σ2ε): 

• an optimal error ratio was estimated minimizing RMSE and 
maximizing the CORR for all the stations  

• Due to the relatively low extension of Portugal, it was assume no 
spatial variability of optimal error ratios over the country

Bias-correction techniques
Kalman Filter (KF)

optimal error ratio to generate 
the best forecast

forecast-error white-noise variance 

true forecast-bias white-noise variance
σ2η
σ2ε

Presenter
Presentation Notes
Besides the ratio adjustment, we also test another well-known technique: using kalman-filter approach.
Optimal error ratios were found for the different models and pollutants: how did we find it: minimizing RMSE and maximinzing CORR
1º to calculate error ratio
2º optimize it
3º este optimal ratio é que vai tornar o modelo mais sensivel ou nao



How do bias-correction 

techniques perform in general?

Presenter
Presentation Notes
So, our first purpose was to evaluate the eficiency of the bias-correction techniques and their perfomance in general terms



O3 time series

MODEL1

MODEL2

MODEL 3

original KF RAT4obs



PM10 time series

MODEL1

MODEL2

MODEL 3

original KF RAT4obs
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Na improvement is also verified for PM10, where the model results change significantly for the three different models



O3

Taylor diagram results

PM10

Models skills improved significantly with bias-correction
No evident technique better than the other (mainly for O3!!)

original

KF

RAT4
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With Taylor diagrams we can have a general picture of the performance of the different bias-correction techniques
And once more, and in general terms (now not only for a specific site) the skills of the models improved with bias
There is no evident technique better than the other (mainly for O3!!)




Did bias-correction techniques 

improve forecast performance? 

Presenter
Presentation Notes
Were these bias-correction techniques able to improve the forecasting of pollution episodes?



PM10 episodes | daily limit value exceedances
DATE STATION MODEL 1 MODEL 2 MODEL 3

04/07/2010 SOB 0 0 0
05/07/2010 SOB 0 1 0
06/07/2010 SOB 0 1 1
28/07/2010 SOB 1 1 1
29/07/2010 FUN 0 0 0
29/07/2010 SOB 1 1 1
04/08/2010 SOB 0 0 0
06/08/2010 SOB 0 1 0
07/08/2010 SOB 1 1 1
08/08/2010 FUN 1 1 1
09/08/2010 CAM 1 1 1
09/08/2010 ERV 0 1 1
09/08/2010 FUN 1 1 1
09/08/2010 OLI 0 1 1
10/08/2010 FUN 1 1 1
10/08/2010 MVE 1 1 1
11/08/2010 CAM 0 0 0
11/08/2010 FUN 0 0 0
11/08/2010 OLI 0 0 0
12/08/2010 FUN 0 0 0
30/08/2010 ERV 0 0 0
30/08/2010 SOB 1 1 0
31/08/2010 ERV 0 0 1
31/08/2010 SOB 1 1 0
20/10/2010 ERV 0 0 0
20/10/2010 OLI 0 1 0
21/10/2010 ERV 1 0 1
21/10/2010 OLI 1 1 1
22/10/2010 OLI 1 1 0
22/10/2010 SOB 1 1 1
23/10/2010 ERV 1 0 1
23/10/2010 SOB 1 1 1
27/10/2010 OLI 1 1 1
28/10/2010 OLI 1 1 1
28/10/2010 SOB 0 1 0
06/11/2010 OLI 0 1 1
11/11/2010 OLI 1 1 0
13/12/2010 SOB 0 0 0

FORECAST 
ORIGINAL MODEL

FORECAST AFTER 
BIAS CORRECTION
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Here is an example where we used categorical statistics as a measure to evaluate the skill of the models in forecasting exceedances of pollutants.
And the number of green bars indicates the number of episodes that were only correctly forecasted after bias-correction…



Problems & advantages 

of each technique
to understand the weekness and the

streghth of each technique…in order to 

improve them and its application

Presenter
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So, the second goal was to understand the weekness and the streghth of each technique…in order to improve them and its application



where RAT04 fails…
S

O
2

(µ
g 

m
-3

)
B

ia
s 

(µ
g 

m
-3

) 

when an instantaneous peak happen in specific day/hours, this peak will be 
reproduced in the following days (4) by both techniques, but more strongly for RAT04

OBS
ORIGINAL MODEL 
BIAS KF
BIAS RAT04
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However in the RAT04 technique this peak is reproduced in a strong way for the same hour during the following 4 days.
The error propagation is more soft using the KF, comparing to RAT04, and values gets closer to the observations more quickly than RAT04:

For KF observed data with low variability have high credibility and contributes more to the final results.
By other side, an instantaneous error on the model is more better corrected using RAT04

 KF: aplica una corrección en la misma hora del dia siguiente. Si no se vuelve a producir otra omision, el factor de corrección horario irá disminuyendo gradualmente en los dias siguientes.
 RAT04: aplica una corrección instantanea y sobre la misma hora de los 4 dias siguientes. Si no se vuelve a produdir otra omisión, el factor de corrección horario desaparece a partir del cuarto día.




16

where Kalman filter fails…

When model predict an episode consistently, KF trust in model more than in 
observations…which do not happen with RATO4

OBS
ORIGINAL MODEL 
BIAS KF
BIAS RAT04
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When model predict an episode consistetly, KF trust in model more than in observations…and the same do not happen with RATO4
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The “no data” problem

> 4 days without measurements

17

Both techniques don’t have values to be guided.
Values will not be corrected until new data appears.

OBS
ORIGINAL MODEL 
BIAS KF
BIAS RAT04
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Other problem that can exist is when “no exist available monitoring data” (red bullets) : in this case both techniques don’t have values to be guided.
Both technques don’t do nothing until new data appears.
What should they do: RATO4 should be working using only 1 previous day, in order to avoid the absence of bias correction during the next 4 days
KF is reacting more quickly, but sligh changes will be needed also




The “no validated data” problem

1818

error on monitoring data (ex. calibration problems) can originate 
wrong bias-correction…

OBS
ORIGINAL MODEL 
BIAS KF
BIAS RAT04
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Finally, another problem that can exist: when monitoring data should not be trusted (that probably happens more times than we expected and wish): mainly when we use near real time data – no validated data – for forecast
Here is na example that occurs the last year of 2010 for SO2 in a monitorig site of Portugal
Where a calibration problem most probably happened.
In these cases, how should we teach to bias-correction techniques that observed values should not be taken into account?
The solution can be na introduction of type of filter that can identified a very quick and constant change of the monitoring data…



Were this bias-correction
techniques able to improve the
forecasting of all pollution
episodes?

19

Presenter
Presentation Notes
Finally, our last question was: where this bias-correction techniques able to improve the forecasting of all pollution episodes?



12 August 2010

Forest fire episodes

Both techniques after the episode, 

worsted the forecast, because 

correction is based on previous  4 days

August 2010
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Of course there are episodes that can not be forecasted using only the bias-correction.
Here is na example of forest fires that occur every year over Portugal…and 2010 was not na exceptional year!



Comments
• Several sources of problems: 

no validated data; 

lack of measurements; 

measurement out of range, etc.

• KF follows the model: false modeled high peaks

• RAT04 propagates error: no modeled high peaks 

• KF is more robust than RAT04 when there is no data: bias is corrected 
faster in KF.

• Solutions can be found for each problem identified:

“No data”: use short periods (< 4days) for bias-correction

“calibration problem”: introduce criteria to identify this data problem…



Thank you for your attention!

www.ua.pt/gemac
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