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STREET-LEVEL VERSUS SKYSCRAPER-ROOFTOP CONCENTRATIONS FROM TRACER RELEASES IN 

MANHATTAN 
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The Midtown 2005 (MID05) field experiment took place in Manhattan in August, 2006, and collected extensive 
meteorological and tracer gas observations during six days of tracer releases.    Five PFT tracer gases and SF6 were released 
continuously for 30 minutes from point sources at three or four locations at 0700, 0900, and 1100 LT each day.   
Concentrations of these tracers were observed on a 2 km by 2 km square domain at about 100 street-level samplers and at 15 
skyscraper-rooftop samplers (most at 150 m to 250 m agl). Generally there was a street-level sampler within 50 m of the base 
of each building with a rooftop sampler, and the focus of this paper is on analysis of the ratio, CRT/CSL, of these roof-top to 
street-level concentrations.  Comparisons are made between observed and HPAC-Urban dispersion model simulations of 
these ratios. 
In the near-field, defined as distances less than about 100 m from the source, CRT/CSL is observed to usually be in the range 
from about 0.01 to 0.05.  This can occur at any near-field location, even “upwind” of the source, due to the presence of large 
recirculating vortices around the skyscrapers. The HPAC-Urban model simulates ratios (CRT/CSL) much less than the 
observed values, since the model underestimates the large amount of observed vertical mixing.  Similar underestimates are 
found at Oklahoma City for the JU2003 tracer study, where four different urban dispersion models are being evaluated. 
At intermediate distances, from about 100 m to 1000 m (the farthest sampler distance), the observed ratio CRT/CSL at MID05 
gradually increases towards 1.0, as the tracer cloud becomes uniformly mixed in a the urban canopy.  However, there are 
some instances where CRT/CSL is greater than 1.0, since the tracer cloud at skyscraper level may be advected directly 
downwind by the wind, while some of the tracer cloud at street-level may be advected along street canyons not aligned with 
the upper-level wind.  The dispersion model shows better agreement with observed CRT/CSL at these distances, although there 
is still an underestimate.   
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Computers have significantly improved in the last decade with regards to computing speed, main memory and storage 
capacity. Nowadays 3D computations of statistically steady turbulent flow and dispersion in complex urban geometries are 
routinely performed on desktop computers. Like ten years ago these computations are often approaching the hardware limits 
which did merely expand substantially until today. Contrary to this the present computing power is used in this work to re-
examine the computation of the flow in a simple 2D street canyon by obtaining and analysing quantitative information on the 
numerical errors. The 2D street canyon case was chosen for its simplicity and the fact that it has been studied already 
numerous times. However, for all these previous results only limited estimates of the influence of the numerical parameters 
on the velocity and concentration fields are available. Therefore several of these previous simulations are repeated in the 
present work to analyse the dependence of the numerical velocity results on the numerical approximations of the convective 
terms in the statistically steady Reynolds Averaged Navier Stokes (RANS) equations, on the convergence criteria used for 
termination of the iterative solution and on the spatial resolution of the grid. For the last point the spatial discretisation error 
is estimated with the aid of generalised Richardson extrapolation, using iteratively fully converged results on three 
systematically refined grids. In this way previous results are either confirmed or questioned, based on the present results, 
which contain complete quantitative information on the numerical errors. It is hoped that the results will help in promoting a 
closer look at the numerics to further improve the quality in dispersion modelling. 
 
 
  




