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Abstract: Atmospheric dispersion models are used in chdmiglaassessment studies to predict the potemiasequences of toxic releases
into the atmosphere. Owing to the large public theahd economic impacts at stake, the models reée evaluated extensively. In this
study, emphasis is put on statistical evaluatiomoflels compared to experimental field data. Kliswn that risk assessment oriented
evaluations cannot exclusively rely on methodolsdiaditionally used in air quality model evaluaso Some features of a methodology
better suited to risk assessment specificitiepatined.
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INTRODUCTION

The threat of chemical, biological and radiologi@BR) terrorist attacks on civilian or military poptibns has been given
much attention in recent years. Such attacks irvobleases of potentially highly toxic substancee the atmosphere,
which may produce adverse effects on the populati@BR risk assessment activities aim at predictingenl
consequences of such scenarios, using transportligpdrsion models. Risk assessment must emphdsizpeérational
purpose in order that the model outputs can be fesedecision making by the military community oorheland security
services. If possible, risk assessment shall alsdyze an estimate of the uncertainty associatddthe model’s results.

The models have to be evaluated to assess thedeoné level one can put into their predictionsthis study, emphasis is
put on statistical evaluation of models compareexXgerimental field data. The Kit Fox experimentRI)V1998) was chosen
because it includes short-scale instantaneousite filuration releases implying non-stationary sort and diffusion in an
environment where some complex effects are expetkeace, Kit Fox is representative of risk assessrseenarios.

The study presented here focuses on chemical sissament. The model which has been tested is HPARA, 2004).
The aim of the study is not to assess absolute hpetéormance but rather use the evaluation resalisivestigate new
methodologies for model evaluation, which wouldsider risk assessment features better than usuhbdwogies do.

KIT FOX FIELD EXPERIMENT
The Kit Fox field experiment is a series of shantation dense gas G@eleases conducted in 1995 at the US Department of
Energy Nevada Test Site. The flat desert surfadbefirea was artificially roughened by means af arrays of obstacles:
the ERP (Equivalent Roughness Pattern) near thesas shown by the dashed rectangle in 0, and B Wniform
Roughness Array) represented by the outer solichmgta. The roughness length was about 0.12-0.2drrthé ERP and
0.01-0.02 m for the URA. The roughness length ofgheounding flat desert was about 0.0002 m (HaBn&. and J. C.
Chang, 2001).
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Figure 1. Plot plan of the Kit Fox experiment

HPAC

HPAC is a software from the US Defense Threat Redndigency used for assessing consequences of loamareleases
into the atmosphere. The dispersion capability BAG is provided by SCIPUFF (Sykes, R. I., S. F. Pagkexl, 2006), a
Lagrangian model in which Gaussian puffs are userepresent the concentration field. The griddedeorelogical data
required by SCIPUFF is calculated by one of the optional diagnostic wind-field models: MC-SCIPUFF tbhe more
complex SWIFT model. SCIPUFF uses a second-ordéuliemce closure scheme to derive the predictecetsgm rates
from velocity fluctuation statistics. The closugheme is also used to estimate the variance oftiistical distribution of
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concentration. Based on a theoretical form for tistridution, probabilistic results can be provid@&iie to its ease of use
and low computational times SCIPUFF is one of tha Bperational dispersion models with such prdisiigi capabilities.

HPAC (version 4.04 SP4) was run against the 52 &t tFials. The modelling domain was a 420 m x 428quare covering
the URA roughness pattern and all the meteorologitations. A 42 x 42 cells grid was used to represiee varying
roughness in the dispersion area. The model wasmdar numerous configurations (various source tendels, input data,
configuration parameters). The results presentéaisnstudy were all obtained with the following pmeters:

e Source term: stack release (stack height set toteenimic a ground surface source)

« Meteorological data: all stations and vertical lsuesed, 20 s averaged data, SWIFT wind-field model

< Conditional averaging time and meteorological obston time bin size left to default values

« Sensible heat was calculated from Hanna, S. R. aidQhang (2001).
In order to compare HPAC to the high frequency olm@ns, the model was run with an output frequesfcy s.

PERFORMANCE MEASURES FOR KIT FOX

Arc max concentration (MVK protocol)

The Model Validation Kit (MVK) is a package of da&ds and software for evaluation of atmospheripetison models
supported by the European Initiative on “Harmonaatvithin Atmospheric Dispersion Modelling for Regtory purposes”
(Olesen, H. R. and J. C. Chang, 2005). The MVK indualstatistical tool (BOOT) based on the work ofr{ii® S. R., J. C.
Changet al, 1993). The MVK emphasizes evaluation based onrax or crosswind-integrated concentrations eveheif
BOOT software has a more general scope. For theddalansistency with the MVK, comparisons of arcxeancentrations
were made first and are presented in Table 1. ntet@ous and 20 seconds moving averaged concengatiere
considered. Following Hanna, S. R. and J. C. Chad@l(R the trials were split into four blocks.

Table 1. Typical FAC2 values (%) and their 95% confidenderivals, based on comparisons of predicted andéarc max
concentrations for Kit Fox - FAC2 is the fractiohpoedictions within a factor of two of measures.

Instantaneous concentratiofl 20s moving average concentration
Block ERP puff 63.5[49-76.4 50[35.8-64.7]
results ERP continuous 54.2[32.8-74.4] 45.8[22.1-63.4]
URA puff 65.5[54.3-75.5] 66.7[55.5-76.8]
URA continuous 45.8[29.5-58.9] 41.7[27.6-568]
Overall results 59.2[52.1-65.9] 54.3[46.8-60.98]

This methodology is widely used in air quality miidg where the peak concentration is of interest fegulatory

applications. However it might prove inappropriéterisk assessment. Firstly the arc max value isthe most relevant
variable of concern. It is indeed more importanknow what happens on the borders of the cloucerdtian in the centre.
In a first attempt to satisfy this condition onex@nsider doing point-to-point comparisons. Seggrabncentration cannot
be directly related to a toxic effect so variabitesloser connection to toxicity should be usedead, as explained hereafter.

Effect-related variables of interest for model evalation

Acute inhalation toxicity of chemicals is a nonkmdunction of concentration and duration. The Useiation suggests that a
given level of effect is reached by a fixed valdedosage Ct (concentration integrated with time) @gvto frequent
departures from this relationship, a more generatdption may be adopted (ten Berge, W. F., A. Zewal, 1986):

TLE)=k whereTL()= j [c@)'as 1)

TL is the toxic load (also writte@"). The exponem depends on the substance and the effect. Typidaés fom are in the
range 0.5-4 (ten Berge, W. F., A. Zwattal, 1986).
Statistical distribution of the population respotgdoxic load is usually lognormal (Sommerville, R., K. H. Parket al,
2006), which means that equation (1) can be extetml@ cumulative distribution function (cdf) ofetipopulation function
and then linearized using a probit function (Finri2yJ., 1971) to give:
Y =aln(C't)+b @

Where Y is the probit value associated to the impact erpibpulation;

a, b andn are constants depending on the effect and the &méant, determined by analysing experimental data.
For a toxic agent wheig b andn are known, the fractiof® of the population suffering effect for a given tokbad {TL) can
then be inferred from the cumulative distributiomdtion of a standard normal distribution:

D(TL) :;{h erf[aln%)mﬂ (3)

Chemical risk assessment studies consider agertgiable toxicity, from toxic industrial chemicats highly toxic warfare
agents. In order to investigate the validity of @pproach over a large toxicity range, a hierarohysubstances was
established by firstly ranking them into four clessfrom the least to the most toxic, and then simgpa representative agent
in each class. The criterion for establishing thesses is based on AEGL-3 values for a 10-min axgotme (Acute
Exposure Guideline Levels). The AEGL-3 values watained as they represent a widely accepted thicisfihe 10-min
exposure time is typical of accidental releasebléfa summarizes our choice.
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Table 2. Description of the four classes spanning the toxieginge of chemical agents, and properties opeesentative agent in each
class. Probit parameters are taken from INERIS322008)

Classes Benchmark agents
Rank Toxicity AEGL-3 10 min range Agent name Probit parametefSi6 ppm,t in min)
(mg/n?) a b n
| Low AEGL-3>500 Ammonia NH 2.17 -47.4 1.83
Il Moderate 50<AEGL-3<500 Hydrogen fluoride HF 2.63 -29.9 1
Ml High 5<AEGL-3<50 Phosphine PH 16.81 -120.89 0.5
\Y% Very high | AEGL-3<5 Arsine AshHl 2.65 -26.08 1.18

Point-to-point comparisons based on effect-relatedariables
Dosage or toxic load can be inferred from the cotreg¢ion time series using equation (1). Pairedgaee predicted and
measured dosage and toxic load for the four bendhagents were performed and the results are pexbém Table 3.

Table 3. FAC2 values (%) and their 95% confidence interfaighe same model configuration as in Table Jorliter to remove the
smallest values from evaluation a cut-off dosadeevaf 1 ppm.s was used.

Ct Ct
NH; HF PHs AsH,
Block | ERP puff 21.1[18.2-24] 13.8[11.4-16.4] 21.6[18.6634] 33.9[30.4-37.4]] 19.2[16.4-22.1
results | ERP cont. 2290[18.7-27.1]  13.1[9.7-16/]  23.3[197282 | 34.9[30.1-39.8] 22[17.8-26.2
URA puff 29.5[26.6-32.5] 18.3[15.8-21]  30.4[27.4-8B]  55[51.4-58.3] 26.1[23.2-29
URA cont. 35.5[32-39.]  20.4[17.4-23.4] 36[32.5-39/6] 61.2[57.3-64.7]]  29.9[26.5-33.3
Overall results 27.8[26.1-29.5] 16.9[15.5-18.9]  28.4[26.7-30]1]  245.9-49.7] 24.6[23-26.2

As already explained above, the main purpose oftiindy is to investigate how model performance tajnfluenced by the
evaluation objective. Table 3 shows overall poafgrenance compared to Table 1. Pairing in spagedieed more stringent
than just comparing arc max values. Only FAC2 wasemted here for illustration but the same conmhssiare obtained
with the other basic performance measures of the B€gftware. It is to be noted that the FAC2 decreasethen exponent

increases, as more weight is given to the uncectaicentration when is increased.

Suggested use of effect-related variables in modafaluation
1-

One may wonder whether dosage or toxic load are thes -

most appropriate variables, and whether usualriaite gos -

such as FAC2 are applicable for a risk related esimln ~ go7 |

framework. 06 e
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Figure 2. Population response as a function otttodad

The curves in 0 all exhibit the same pattern witigh be broken down into three distinct parts: ttetgaus (“no effect” and
“full effect”) connected by a very sloping part.&klope is seemingly not very different from onbstance to the other, the
main difference being the threshold at which ittsta_et C5 and C95 be the concentrations for resmégtc% and 95% of
population response. The ratios r=C95/C5 forsNHF, PH and AsH are respectively 2.29, 3.48, 1.47, and 2.85. tib ise
noticed that even though C95 and C5 are both furetidexposure duration, C95/C5 is a constant valuedch agent.
These ratio values show that the population regpamdy changes on a very narrow range of concéotral more
extensive investigation should be made to confhiie $tatement over a broader number of agents uugxperience shows
that C95/C5 hardly ever exceeds 5. A small C95/CH ratplies that a slight error in model's predicsomight have
important consequences if the measured data iseirange C5-C95. Conversely large errors in the gtpads may not
impair the accuracy of model prediction.

Owing to the relatively small values of r, statiati criteria such as FAC2 may prove inappropriater&/generally, usual
performance measures such as FAC2, FB, NMSE (Chaf@y,ahd S. R. Hanna, 2005), which emphasize the amdpliof
the differences measure / prediction, fail to elibie non linear influence of a given differenceasgre / prediction on the
overall model performance. For this reason it ggasted in the following to introduce toxicologitalvs into the evaluation
methodology and to compare predicted and measuaetidns of affected population. Recognizing that thost important
in risk assessment is to know whether a model lis @bpredict the contours of effect at various ydafion response levels,
we suggest comparing predicted and measured frsctibpopulation based on a given incidence level.
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The results can be presented in a contingency tabkhown on the left part of 0. To get the comimuy table, one has to
calculate for each monitor whether the beforehaxetifincidence level is exceeded or not, by thesues and the model.
Several performance criteria may be defined as sfmwthe right part of 0.

vent observed? Yes No Total D C A

Event predicteds

Yes A D A+D A+B C+D
No C B CB| | Ry R
Total A+C D+B | N = A+B+C+D

Figure 3. Left: contingency table for a fixed ineite level. Right: several measures based on gemidry tables (Fienberg, S. E., 1980):
Ry, = false positive ratd?, = false negative rat&®; = detection rateRy. = good analysis rat®,, = bad analysis rate.

Table 4 shows the results obtained for the foucherark substances with exactly the same model gunaiion as that used
to obtain Table 1 and Table 3. The incidence lexad set to 1%.

Table 4. Lethal effect for comparisons based on a variaggeasenting the statistical population responseaat# incidence level. n.s.:
not significant (NH is not toxic enough for inducing significant oag] false positive and false negative values.

Agent Rj an pr Rga Rba

NH,4 n.s. n.s. n.s n.s. n.s.
HF 82% 18% 6% 939 7%
PH; 80% 20% 17% 989 2%
AsH; 2% 28% 19% 799 21%

The overall results show false negative rates uB0és, detection rates over 70%, false positivesrateder 20%, good
analysis rates over 75% and bad analysis rateg @28@&, which seems encouraging. But what is mosbitapt is that these
criteria are more suited to the expectations ofafmnal users than usual statistical criteria are.

There is a similarity between the proposed critarid the Measures of Effectiveness MOE (Warnei\SRlattet al, 2001)
where contour areas are compared. Because of thedimapatial resolution of concentration monitons most field
experiments, point-to-point data summation is satggeas a substitute for the area estimates (Cllafy,and S. R. Hanna,
2005), thus allowing to calculate the variablesha contingency table in a relatively straightfordvananner. However, to
build Table 4, we have not used point-to-point datmmation because the latter approach emphasieesriplitude of the
difference between measure and prediction. Datangtimn is an unnecessary stringent condition ik Assessment
evaluation, and it does not consider the non libhearf the population response to toxic load. Foese reasons, it is
suggested that data summation be replaced by desaopnting of individuals exceeding or not a befand fixed incidence
level (fraction of population). Acting so permits give the same weight to a big or a small overest (or underestimate).
The results in Table 4 were obtained with this rodtand the results appear fairly good.

INCLUDING CONCENTRATION FLUCTUATIONS IN RISK-ORIENTED MODEL  EVALUATIONS

The work presented before focuses on model's mesults compared to experimental data. It couldxXeneled to include
inherent uncertainties, which is an important conoef operational decision makers. A risk-orienteddel evaluation
should indeed take this into account. Elementsdmsideration are suggested hereafter.

The atmospheric boundary layer is random by nasore fully deterministic prediction of pollutantsgersion cannot be
achieved, even with a “perfect” model. Most mod®igvide a mean result, representing the averagieeoénsemble of all
possible random realizations for a given set ofitrparameters. Conversely, observations are indiickalizations of the
ensemble. Thus, comparing a mean prediction taxpargment amounts to introducing an arbitrary lide the evaluation.
It should be investigated how SCIPUFF probabilistipabilities can be used in risk-oriented evalumtitm remove this bias.
SCIPUFF calculates the first and second moment @firtstantaneous concentration distribution. Then ftobabilistic

prediction for concentration is achieved by assgpnarclipped normal distribution (Lewellen, W. SdaR. |. Sykes, 1986).
Other authors suggest that a left-shifted and elippamma distribution be used (Yee, E., 2008). ddrecentration time
series shown in O below illustrate an example obpbilistic predictions obtained with HPAC agail#tFox.
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Figure 4. Modelled time series of concentratiotistiaal distributions using a left-shifted clippgdmma distribution (left picture) or a
clipped normal distribution (right picture) basedléPAC predictions of mean and variance.
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If HPAC were a perfect representation of realityy®6f the observations would lie within the uncertgiintervals shown on
0. For risk assessment purposes, one would neledgiltbthe dosage or toxic load distribution frone tknown concentration
distribution but this is not easily achievable. ded the concentration pattern shown in O correspomd time series of
correlated random variables. For each time stepPBEF calculates the mean and variance as welleaimtigral timescale
for the concentration fluctuations from which a adance matrix can be constructed (two-time potatigtics). Hence,
dosage is a random variable resulting from the sfiroorrelated random variables, and there is no teagalculate the
theoretical distribution of it. SCIPUFF only proesl mean dosage and (under some assumptions) desagece but
knowledge of a theoretical dosage probability dgrfsinction is lacking before going further intcopbilistic predictions. It
is even worse for toxic load because variance kmown. A possible answer would be to derive mayisgc concentration
time series from the uncertainty intervals, caltultoxic load and population fraction for each,ntheuild empirical

distributions. This would imply developing a samplimethod of correlated variables. This work hash®en investigated
yet.

CONCLUSION

Risk assessment activities for military or homelaedurity require that the dispersion models be @blerovide features
such as the contours reached by a given toxic tefgtatistical evaluations of models used in tluatext have to consider
this specificity. The Model Validation Kit protocédcuses on arc max or crosswind integrated coraions, which makes
it a tool better suited to air-quality applicatiahsin risk assessment. In this study, we try tdirmuthe main features for the
development of a risk assessment oriented evatuatithodology.

We suggest dealing with variables closely relatedhe acute inhalation toxic effects suffered ipagulation. The most
useful variable of interest is the fraction of ptgion affected. To calculate it, a toxicologicabdel for the distribution of
the population response is used and tested ag&nestal toxic substances covering a wide toxictyge. We found that the
population response exhibits a similar pattern dbrproducts. Using this feature combined to cayegimcy tables and
detection based criteria, it is shown that models exhibit poor performance in point to point congans with usual
criteria, and though be fairly rated when using shggested approach. The latter focus on whai$yrienportant for risk
assessment. In particular, unnecessary stringemfittans are removed, such as the amplitude of umedsprediction
discrepancies.

Dispersion in the atmospheric boundary layer igrelom process which involves inherent uncertain@gng to this, a part
of the measure / prediction discrepancies may motadcribed to the model. Hence, the work presehézd should be
extended to include uncertainties due to conceatrdluctuations. Some dispersion models like SCIPWfe designed to
provide probabilistic concentration fields. Thispahility could be used to investigate the statdtistributions of risk-
related variables such as the fraction of poputasiaffering adverse effect. Due to great complexhis work has not been
done yet.
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